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ABSTRACT

In this paper, we investigate the out-of-sampledasting ability of a genetic program
to approach the dynamic evolution of the Yen/US& Biound Sterling/US$ exchange
rates, and verify whether the method can beatahdam walk model. Later on, we use
the predicted values to generate a trading rulevandheck the possibility of obtaining
extraordinary profits in the Foreign Exchange Mark®ur results reveal a slight
forecasting ability for one-period-ahead which éstlwhen more periods ahead are
considered. On the other hand, our trading styatgains above-normal profits.
However, when transaction costs are incorporates ptofits practically disappear or

become negative.
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[-. Introduction

The Foreign Exchange Market constitutes the big§eancial market in the world.
This fact explains why exchange rate modeling amddasting has become for a long
time a recurrent focal issue for academic reseascéied practitioners. In spite of the
effort made for understanding and predicting itsletion, it is widely assumed that the
exchange rate evolves in a very complex, unprdaietand apparently erratic way.
These dynamic features allow corroborating the -Wetwn Efficient Market
Hypothesis (Fama, 1970). According to the weak igarof this assumption, the
exchange rate reflects all the information whicim ¢e obtained from its own past
values. Two direct consequences can be derived tlheracceptation of this hypothesis.
Firstly, the exchange rates follow a random walcpss and, secondly, no profitable
trading strategies can be implemented. Many authaxe empirically demonstrated
that foreign exchange rates, just like other finanitme series, are well approximated
by a random walk model (Mussa, 1979). For examipléhe competition realized by
Meese and Rogoff (1983), it was shown that the nigjof the structural and time
series models could not improve the out-of-sampkdiptions of a simple random
walk. Moreover, the hypothesis also implies thavestors cannot obtain any
extraordinary and persistent profit from a tradinte that decided when to buy or when

to sell a currency based exclusively on past vabii¢lse exchange rate.

Recent theoretical and empirical results seem fip@t the growing belief that the
behaviour of the exchange rates includes some meanli deterministic component
(Hsieh, 1989; Brooks, 1996; Serletis and Gogasp2B0cenda, 2001). If the presence
of these nonlinear structures was important, it ldiobe possible to improve

significantly the forecasting accuracy using nogéin methods and generate profitable



trading strategies. Some authors, like FernandedriBaez and Sosvilla-Rivero (1998),
provide evidence to support the non-linear prediictof exchange rates. It is also
recognised that trading rules based on sophistickieecasting methods are able to
exploit certain hidden nonlinear structures andiea@h extraordinary profits in the

Foreign Exchange Market (Tenti, 1996).

The research carried out by Takens (1981) and Qa94d#89), among many others,
have contributed to develop the methodology requifer non-linear time series

modeling and analysis. Specifically, Takens’ Theorestablishes that, given a

N

,» there exists a functiori; : 0™ - O, such that

deterministic time-serie{sxt}

X = F (Xer s Xor e Xicme ) 1)

wherer and m are parameters depending on the time series, itatlyncalled delay
factor and embedding dimension, respectively. Tioegethe theorem demonstrates that
past values can explain the future behaviour ofaaable if the time series is
deterministic. The problem to be solved is howimal fa good functional representation

of the true but unknown dynantq() .

Many non-linear models attempt to approxim&tg) considering a parametric point of
view. Therefore, aprioristic and specific non-linéanctional forms are assumed. For
example, the bilinear and autoregressive exporemitaels have been employed in
exchange rates forecasting (Drunat et al. 1998)vever, the functional form of these
nonlinear models is discretionally imposed by thegearcher rather than observed in the

data, leading to a possible misspecification pnobl&oreover, as Diebold and Nason



(1990) point out, the nonlinear and parametric pestve only takes into account a
very scarce number of structures among all possitdinear relationships which could

govern the exchange rate dynamic.

The growth of computer power has allowed a sigaificdevelopment, improvement
and intense use of nonlinear and nonparametrimigets for the functional approach

toF (). During the last decade, applied econometriciaage hincorporated all these

techniques into their toolbox to analyse and ptefliancial time series, including
exchange rates forecasting. At the beginning, tbetroommon nonparametric method
in exchange rates forecasting consisted in theiGgin of different generalizations of
the standard nearest neighbour technique (DiebwidNason 1990; Meese and Rose,
1991; Bajo- Rubio et al., 1992; Lisi and Medio, IR9Later on, an intense and
popularized use of neural networks was observedarfKand Liu, 1995; Hann and
Steurer, 1996; Lubecke et al., 1998; Plasmans,et398; Zhang and Hu, 1998; Franses
and Homelen, 1998; Zhang and Hu, 1998; Walzack1R0O@oreover, many papers
carried out not only a forecasting exercise usimgiral networks, but also they
constructed trading strategies based on the olstginedictions (Rawani et al., 1993;
Tenti, 1996; Franses and Griensven, 1998, Gen@99; Hu et al. 1999; Yao and Tan,

2000).

Recently, an additional functional search procechaised on Darwinian theories of
natural selection and the survival of the fittesis been incorporated to solve the
exchange rates forecasting problem (Alvarez-Diak Alnarez, 2003), and to generate
trading strategies in the Foreign Exchange Markeee(y et al., 1997). These

procedures, called genetic programming (Koza, 1992ye already demonstrated



empirically their robustness in nonlinear time egrianalysis and, specifically, in
approaching complex dynamics (Szpiro, 1997; Yadaealal., 1999; Alvarez et al.,
2001). Moreover, they offer many advantages inmamson with forecasting methods
previously employed. Firstly, they do not assume aapriori and discretional
hypothesis on the functional form of the modelréfere, it is possible to obtain models
in which “data speak for themselves”. Secondlyythee more robust and easy-to-use
than neural networks. Finally, regarding nearesghimur, they offer explicitly a
mathematical equation which maybe optimal in appnating the true but unknown
dynamic F(-). In this way, genetic programming provides moreedi knowledge of
functional relations between past, present andrduttalues of the time series. As
opposed to these advantages, they usually haweifffoailty of being computationally
intensive. Nevertheless, given their advantagesgedisas their strong forecasting power,
a greater use of these techniques in finance aodoetucs is anticipated (Wong and

Bodnovich, 1998; Kaboudan, 2000).

In this paper, we use a genetic program (GP) taaggh the function F(:) in the
specific case of the weekly exchange rate of tipardese Yen and the Pound Sterling
(BP) against the US Dollar. The pursued objectivéhis study is two-fold. First of all,
we verify whether or not GP can produce better ipteehs than those obtained by a
random walk. Secondly, we use the generated prexscto construct a trading strategy
and determine whether we can obtain above-nornditprin the foreign exchange

markets.

The article is presented as follows. After thisraduction, Section 2 presents the

forecast technique used in our study. In Sectiorme3tain important aspects of the



forecasting exercise and the strategy simulatiercammented on. The results obtained
are presented in Section 4, considering point ptiedi, sign prediction and the

economic value of the predictions. Finally, in $&ti we draw our conclusions.

[1-. Genetic Programming

Genetic Algorithms, originally developed by Hollar{d975) and later spread by
Goldberg (1989) and Mitchell (2001), enclose a whe#ries of computing procedures
inspired in biological concepts based on the Thedfygvolution of Speciessurvival of
the fittest individuals, reproduction and birthaifspring with a good genetic heritage
The basic characteristic of these procedures iséosome evolutionary rules observed
in Nature as inspiration for solving certain matlagical optimization process.
Specifically, from the evolution of a random setpaissible solutions and by means of
applying operators based on natural selection giacéhese methods allow finding a
good approximation to the solution of different iopzation problems, including

modeling issues.

In the specialized literature there is not a d&bni commonly accepted of genetic
algorithms which allows us to distinguish them frother computational evolutionary
techniques. However, there exist many programs ideresi as genetic algorithms
which present the following common elements: ihigiapulation of possible solutions
to the problem, selection process using some ffieraon, and use of crossover and
random mutation to generate new solutions (Mitch2l01). Different variations of
genetic algorithms have been applied to a largebeurof scientific and engineering
problems. In this paper we use a genetic programedaDARWIN (Alvarez et al.,

2001) to model and predict the dynamics of the \lyeekchange rates of the Japanese



Yen and on the Pound Sterling against the Amerigaltar. The evolutionary process
developed by the genetic program can be explaigeaddans of a series of stages. At a
first stage, the genetic program creates a ranctmlipopulation of N mathematical
equations susceptible of representing accuratedy tiime series evolution. These
mathematical equations are created by means efd@ma combination of operators and

arguments in the following way:

S,: (AoB)O(coD) OD1gjs N )

where A, B, C, and D are the arguments (operanégjethe symboll represents the
mathematical operators (operator genes) and thecspty refers to each one of the N
equations belonging to the initial population. Amgnts can be real numbers included
in a certain interval (the equation coefficients)irmependent variables (delays of the
variable). The mathematical operatorS ) used will be sum (+), subtraction (-),
multiplication (-) and protected division (/) toepent zero divisors. It is also possible to
include other mathematical operators (such as iigaror the trigopnometric ones) but
at the expense of increasing the complexity in filngctional optimization process.
Moreover, previous studies on genetic programmiagehdemonstrated that it is
possible to describe complex dynamics with mathealaexpressions that are built
simply with these four arithmetical operators ($a@pil997; Yadavalli et al., 1999;

Alvarez et al., 2001).

At a second stage, after specifying the initial ydapon of candidates, the evolution
process starts selecting those equations tha¢dit to the problem. Researchers usually

measure fithess by some least-squares measuresodhegs of fit. In our case, the



Theil's U statistic has been adopted as fithes®raon. This performance measure is
widely applied in financial forecasting becausealibws us to compare directly the
prediction performance of the proposed method wite random walk model

(Fernandez-Rodriguez et al., 1999). ThereforelUtdneil can balefined as:

U =—= 0j=1,...N (3)

where U is the U-Theil presented by the j-th equati@hl< j< N), & represents the

observed time serie® is the predicted value and M is the total numbeshxfervations

reserved to train the genetic program.

A roulette wheel selection method (Mitchell, 20043s used to breed a new generation
of equations. Those equations of the initial popoitawhose Y values are extremely

high are automatically annihilated. The rest of dwpiations will have associated a
probability of selection depending on their U-Thelues. In this way, those equations
with low values are more likely to survive, and gshoequations with high values are

more likely to be deleted.

After the selection process, the surviving equatiare used to create the equations of a
new solutions generation (i.e., reproduction pregeln order to do that, the so-called
genetic operators will be applied: cloning, crossoand mutation. With the cloning
operator, the fittest equations are exactly refg#dan the next generation. Using this

elitist strategy, we avoid an involution in the iogization process due to a lost of



information. With the crossover operator, paireqbiations with low values of;biave
more chances to be selected in order to exchangeoptheir arguments and of their
mathematical operators. Finally, mutation meang #ray operator or argument is
randomly replaced in a small number of equatioriee first top ranked equations are
exempted from mutation in order to avoid a posdiise of information (Beenstock and
Szpiro, 2002). This elitist procedure in mutatiaraganties that the candidate equations
do not get trapped in a local optimum, convergingngaturely to a stable but relatively

low fithess.

In order to clarify the explanation, let us consjd®r example, that the following

equations belong to the initial population:

S :(A+B)/C

S:(DE)-G

where A, B, C, D, E and G are the equation arguméefficients and independent
variables). Let us suppose that both expressiolisswivive the selection process and
so they become the base equations for the nextrajere The crossover operator
means the random selection of a block of operaondsarguments in each equation and
their later exchange. For instance, let us supfitsethe block (A+B) in expressio§

and the argumen® in expressionS, have been selected. By means of an exchange of
blocks two news equations appear as follows:

S,:G/C

S, :(DE)-(A+B)



As one can observe, the new equations inheritioefi¢atures from their parents. Now

let us suppose that the expressiBnis selected again and the mutation operator is

applied. So, the following equation can be obtaifteth S :

S, :(AB)/C

where the mutation was the random alteration ohthematical operator.

In short, the new population created from the ahitpopulation of equations is

composed of cloned equations (such &9, mutated expressions (such &g), or

crossed (such & andS;). From this moment, the process will repeat tHecs®n and
reproduction stages in an iterative way. After aegi number of generations,
determined by the user, the iteration procedursesand an approximation to the true
but unknown dynamics of the time serieg) is given by the strongest mathematical

equation in the population.

[11-. Data and Forecasting /Strategy Simulation Setup

The database employed in this study was taken fhenPacific Exchange Rates Service
(University of British Columbia), and it is compasef weekly exchange rates of
Japanese Yen and British Pound against the Ameifdtar. Following a common
practice in finance, the considered data is théaxge rate during a representative day
of the week, usually Wednesday. If a particular Wastlay happens to be a non-trading
day, then either Tuesday or Thursday are retaihedagild MacKinlay, 1988, Diebold
and Nason, 1990). The sample finally chosen rums fthe first week of 1973 to the

last week of July 2002, (comprising a total of 1®t&ervations). We consider that the

10



choice of a weekly frequency is justified becausainimizes the bias which can exist
in daily data, such as daily effect and week-erféceéf Moreover, as Yao and Tan
(2000) pointed out, weekly data are assumed tcagosufficient information to be able

to accurately reflect the dynamics of exchangesrate

Usually, the majority of the research on exchanges forecasting has used the
difference of the exchange rate logarithm. Workinglifferences is presented in the
literature as desirable and an extremely intergstiariable for financial operators

(Brooks, 1996). In spite of this recommendation @asdjeneralized use, in our analysis
we prefer to work in levels. Our justification lies the fact that differencing can

increase the existing noise in the time series dratefore, destroy some deterministic
and predictable signal (Broomhead and King, 19&8eiR, 1991; Soofi and Cao, 1999).
Moreover, as Kaboudan (2000) has empirically coméidl using genetic programming,

financial prices have a higher chance of beingipted than financial returns.

In order to find possible overfitting problems atodevaluate the predictive ability of
the genetic program, the sample was divided inteetlsub-samples: training, selection
and out-of-sample. The first one, composed by itise 080 observations, was reserved
exclusively for the evolution of the genetic pragraing. The selection period, which
covers the 306 following observations, is emplot@dietermine the optimum number
of delays and to adjust certain aspect of the gepebgram setup. Finally, the last 156
observations are reserved to validate the pre@iciower of the genetic program.
Therefore, the out-of-sample set contains obsemativhich were not used neither by
the GP during the evolutionary process nor by tbsearcher to select technical

parameters. It will be necessary that the fitgnigerion achieved by the final surviving

11



equation showed a similar and relatively high vatuthe training, selection and out-of-
sample sets. If this condition was verified, it Wbwe proved the ability of the
surviving model to generalize new observations #metefore, the no-existence of over-

fitting problems.

The fitting criterion which we use to validate ajutige the results is the U-Thell,
defined by the expression (2). This criterion corepathe errors obtained by the
purposed forecasting method and the errors obtdigezbnsidering the previous value
of the exchange rate as predictor. As such, a Ul Madue that is lower than/equal
to/higher than one would imply a forecasting calighibetter than/equal to/worse than
the random walk model. This criterion was quite &wed in financial forecasting
(Fernandez-Rodriguez et al., 1997) and, speciicalh predicting exchange rate

(Fernandez-Rodriguez et al., 2004; Kaboudan, 2005).

Regarding the strategy simulation setup, we empih@y predictions obtained by the
genetic program to articulate a simple tradingtsgig, and we verify what it would
have happened if we had invested one dollar (bestiag procedure). The back-testing
period covers from 28/07/1999 to 31/07/2002 (ousanple period). Buying and

selling orders are based on the followifigtatements

-If &,,—¢ <0 and|é,, —&|>c[&, then buy the currency

-If &,, —¢ >0 and|é,, —g|>c[&, then sell the currency

12



where g is the exchange rates,,, is the predicted value amthe transaction cost of

trading currency. The transaction costs are assumbee paid each time that a selling or

buying order is made.

When constructing this simple strategy, we take extcount both sign prediction and
point prediction. From a practical point of view,i$ considered more interesting to
predict the direction of the sign than the exadueaof the variable: the smallest
forecast errors could cause heavy losses in cajpitake direction of the forecast is

mistaken (Tenti, 1996; Lisi and Medio, 1997). Hoeevour simple strategy also

incorporates point prediction because we considat hot only the direction of the

change is important, but also the magnitude of ghediction (Goodman, 1979). A

speculator can allow short periods with loses ibb&ins occasionally bigger profits in

the future. On the other hand, for simplicity, wss@ame in our back-testing procedure
that the speculator is risk neutral. However, itsinbe admitted that the speculators
when they obtain profits are risk-averse and, wihety obtain looses, they usually are
risk-seeking (Tversky, 1990). We also assume thairovestment will be small enough

to avoid substantial modifications of the marketnditions (no reflexibility

phenomenon).

Finally, in the forecasting exercise, the technicanfiguration of the genetic
programming was similar to that explained in Aharmt al. (2001). The maximum
number of arguments and mathematical operator th emuation were 20. Each
generation had a maximum population of 120 equatard, in each case, a maximum
of 5000 generations were considered. The crossaveérmutation rates have been 0.2

and 0.1, respectively. The adequacy of this setuguaranteed by previous work

13



(Alvarez-Diaz and Alvarez, 2003; Alvarez-Diaz antVakez, 2005) and it was also

confirmed afterwards by a sensitivity study.

IV-. Results

Considering one-period-ahead forecasts, Figureolvshhe sensitivity of the genetic
programming in the face of different delays, imtsrof the U-Theil values obtained in
the selection period. As we can observe, both seshew a certain forecasting stability
considering different delays. However, followingetliecommendation of Casdagli
(1989), we have chosen the number of delays whiohigies the lowest U-Theil in the

selection period.

Table 1 and Table 2 depict the number of delays, gblution equations and the
forecasting results for one period ahead. The teslltained are very similar for both
exchanges rates. This fact confirms the believexithange rates forecasting that there
is little variation in results from one exchangeerto another when weekly data is used
(Diebold and Nason, 1990). Some interesting comsneah be mentioned analysing
Tables 1 and 2. First of all, we can observe hoavfithcriterion does show a relatively
high accuracy and how there exists a small divarg@mong the training, selection and
out-of-sample periods. This characteristic revehks absence of a possible lack of
generalisation using GP. It seems that the metlaaddiscovered the general pattern
existing in the data rather than memorizing someciéip features of the individual
observations (overfitting problem). Secondly, theucure of the optimal equations

found by the genetic program shows a strong depmedeegardinge_, plus a
nonlinear component depending on the most recesﬂtrp*eurr(et_1 —q_z). Thirdly, the

out-of-sample U-Theil is lower than one and vermitr for the Yen/$ and BP/$

14



(0.9665 and 0.9684, respectively). Therefore, tmetic program obtains better
forecasts than the random walk model for both cwies. In order to verify whether or

not the out-of-sample accuracy is statisticallyngigant, we have applied the test
purposed by Diebold and Mariano (1994). Lét? and &7}’ be the predicted exchange
rate using the genetic program and the random watidel, respectively. Let
errorS) =e,, —e> anderrory’ =e,, —e be their associated forecasting errors, and
d, = (error,s)? — (error}")? the quadratic loss differential. These authorswshimat,
under the null hypothesis of equal forecasts  abilit between
methods{HO : E(d,,,) = Oor E[(erroﬁlp)zl = E[(erro )2 J) the following statistic

follows asymptotically a standard normal distributi

D-M Test= Lﬁ (4)
2t (0)

H

whereH is the out-of-sample sizaﬁd(O) is a consistent estimate of the spectral density

of the loss differential at frequency zero corrddi@ serial correlation and

q- Z[(errorff 2 (errortffv)z]

v (5)

is the sample mean loss differential. A positivel atatistically significant D-M test
would imply to reject the null hypothesis and, omsequence, we could assert that the
GP provides statistically better predictions theg Random Walk model. Observing the
D-M Test in Tables 1 for the Yen/$ exchange rate,cannot reject the null hypothesis

that the random walk is not a statistically sigrafit worse predictor than the solution

15



equation obtained by the GP. Nevertheless, foBtiitesh Pound/$ we can find that our
method shows a significant predictive accuracy atmerefore, it would provide
evidence against the hypothesis that this exchaatge does follow a random walk

process.

Tables 1 and 2 also show the success ratio of attyrpredicted appreciations and

depreciations. This ratio is defined as

i 6[r: & > 0]

SR=tmL 6
m (6)

whereSRis the ratio of correctly predicted signs (Sucdessio), It =& +1—€ is the
observed returnfi =&+1—e is the predicted returng() is the Heaviside function
(6 =1if relfe>0 and@() =0 if relfi<0), and, as beford{ is the total number of
observations in the out-of-sample period. The smiutquations obtain an out-of-
sample success ratio of 59.62 and 57.05 for the$vand BP/$, respectively. These
percentages reflect the great difficulty in theertture to surpass the success ratio
threshold of 60% (Lequarré, 1993), and they areoriag with previous research
(Walzack, 2001). We apply the test proposed by @asand Timmermann (1992) (P-T
Test) to verify whether the percentages of sucsesdsained by the GP differ
significantly from those that would have been aebdkif the real returnsr() and the

predicted returns f{) were independent. To understand how this tesksydet us
consider f’e =Pr{é>0), P, =Pr(e>0)and SR the success ratio previously calculated.

The P-T Test adopt the following expression

16



SR-SR (7)

P-T Test=—— !
V(SR -V(SR)

where SR is the ex-ante probability of correct sign preidictin the case thatr: and

fi were independent](SR z)nd\?(SRf ) are the estimated variance f8R and SR,

respectively. Formally,

SR =Pi(r,[f, >0)=P, [P, + 1~ R,) {L-P.) 8)
(sR= SRS ©
and

Under the null hypothesis of independence, PesamdrnTimmermann (1992) show that
the P-T Test is asymptotically distributed as a saeshchormal. In our forecasting

exercise, the results derived from the applicatibthe test reflect that there certainly
seem to be statistical arguments for rejectinghtyy@othesis of independence between
the values of the exchange rates and the valuéscpwd by the GP for both currencies.
Therefore, we can assert that the sign predictidaindd by the GP differs significantly

from the 50%, expected success ratio if the exabhaatp returns were independent and

unpredictable.

In Figure 2 we find out the possibility of nonlimedependence for different forecasting

periods. If the exchange rates followed a randork Wweocess, we would expect that

17



the k-steps-ahead forecasts wandered around a UvHh&e equal to one. However, for
both exchange rates, we can observe how the mostade predictions is achieved for
one period ahead and, for more periods ahead,uhef@ample U-Theil increases and
fluctuates around one. Following the methodologyetlgped by Sugihara and May
(1990) and empirically applied in economics by Engtadt and Kuhbier (1995) and
Agnon et al. (1999), this characteristic seemsaiwoborate the existence of a slightly

short-term predictable pattern in the studied ergkaates.

Regarding the strategy simulation, we verify wintré would have happened if we had
employed the GP forecasts and thstatementsiefined in the previous section, from
28/07/1999 to 24/7/2002. We assume that the irati@ount of the investment is one
US-Dollar,and we check what final amount we would have addest the end of the
out-of-sample period. Table 3 and Table 4 detadoeplete information about the
transactions made for the Yen/$ and the BP/$, otispdy. As we can observe, the
tables provide information about when the buy aglisders were made, at what price
and the final profit for each transaction. TableoBnprises and summarizes the trading
strategy results. At the end of the back-testingope the strategies based on GP
predictions obtain positive profits for both curcess (12.19 and 9.23 Cents for the
Yen/$ and the BP/$, respectively). In order to fyettie statistical significance of these
profits, we generate artificially 1.000 time seriedomly shuffling the predictions
obtained by the GP. By scrambling the predicti@mg, possible deterministic structure
should be destroyed maintaining the distributiopedperties of the original series.
Later on, we apply théf-statementsusing these artificial series, we calculate their
corresponding profit and, finally, we construct empirical distribution of profits. If

there was no information in the GP predictions, gh&fit by the original series should
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not be statistically different than the profits abed by the shuffled series. Using the
empirical distribution of profits, we can build @ardidence interval with a specific
significant level, in our case at the 95 percenty Arofit inside the empirical interval
would be considered as the result of the applinatd the if-statementsbased on
random signals. As we can observe, thstatementstrading rules based on GP
predictions obtain profits statistically differerftom random trading decisions.
Therefore, we can affirm that extraordinary profisn be achieved in the Foreign
Exchange Market using nonlinear forecasting methaat$ simple trading rules. In

Table 5, the annual return rate calculated by tipeession

52

7= MoneyObtained Ho
SeedMoney

1 (11)

is also showed (Yao and Tan, 2000). For the specidse of the Yen/$, the annual
return rate is 3.88% and a little bit lower pereget for the BP/$, 3.01%. Additional
information has been added as the number and pgageenf positive transactions, and
the Sharpe Ratio (RS). This ratio is composed byrdie between the mean of the
transaction profits and its standard deviation. &fmee, when comparing trading
strategies, a higher RS implies higher mean reamd/or lower volatility. In our

empirical exercise, the RS for both currenciesvarny similar; even thought the RS for

Yen/$ is slightly superior.
In spite of obtaining extraordinary profits, thesesults must not be considered

definitive or conclusive because of the existentéransaction costs should be taken

into account (LeBaron, 1993). Many researchers leananeously omitted the presence

19



of transaction costs in their analysis assumingttiey were very low. Nevertheless, the
presence of transaction costs can make a stratggyfitable since requires frequent
buying and selling orders. Following Levich and Tes (1993) and Swingler (1996),
and considering that the on-line financial-transext commission charged is
approximately 0.1%, we have assumed transactioms cols 0.1 and 0.5% in our
analysis. As we can observe in table 5, when tdiwsa costs are added, the
extraordinary profits drastically disappear or thH®come negatives, and the annual
return rates, number of transactions and RS félérdfore, it seems that thanks to the
existence of transaction costs, the Efficiency Hipseis is verified in the Foreign
Exchange Market. The transaction costs would bellsemough to interfere in the
market, but they are big enough to be responsdsi¢he efficiency of the market. This
affirmation is in accordance with previous studageady published in the literature

(Rawani et al., 1993; Satchell and Timmermann, 1996

A final comment must be made in order to explam pbsitive and relatively high profit

obtained for the BP/$ when a transaction cost 6%0is considered. In this specific
case, only one buy order has been generated (20@% and no sell order. Therefore,
at the end of the out-of-sample period (31/07/20€%8) currency is sold and a positive

profit is achieved.
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V-. Conclusion

As mentioned in the introductory section, many atgthave empirically demonstrated
that foreign exchange rate markets are efficiehis Btatement implies that exchange
rates are well approximated by a random walk maithelir returns are unpredictable,
independent and identically distributed and it & possible to articulate profitable

trading rules. In this paper we have employed aeBerogram to predict the dynamic
evolution of the Yen/$ and BP/$ exchange rates,\amidy whether or not the method

can beat the random walk model. Later on, we usepthdicted values to generate a
trading rule based on simple “if-statements” andoleck the possibility of obtaining

extraordinary profits.

Regarding the forecasting exercise, our resulteakea slight forecasting capability for
one-period-ahead when point prediction is analyaed, statistically significant for the
specific case of the BP/$. This is in agreemenh witevious results which show that
certain non-linear prediction methods are sligltiperior to the random-walk model in
forecasting exchange rates one-period-ahead. Faamghe, similar results have been
obtained by Fernandez-Rodriguez et al. (2002) eyimgionearest neighbour, Tenti
(1996) using neural networks, Alvarez-Diaz and A¢za(2005) considering data-fusion
or, for the specific case of genetic programmindyafez-Diaz and Alvarez (2003).
However, when more periods-ahead are consideredslitht forecasting capability is
lost. This fact has been also previously verifigdlbebold and Nason (1990). On the
other hand, when sign prediction is analysed, tiietisn equations which survive to
the evolutionary process statistically outperforrttelrandom walk directional forecast,
even thought the 60% forecasting threshold repomethe literature has not been

exceeded.
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In summary, our predictive analysis provides eva#snagainst the unpredictability of
the exchange rates evolution and, in consequegeains the belief that the exchange
rates follow a random walk process. Consideringhbpbint prediction and sign

prediction, GP offers statistically significant teet predictions than the random walk

model, except for the Yen/$ point prediction oneigutahead.

Analysing the economic value of the prediction, ctirategy based on simplef-*
statementsallows obtaining positive profits which are ssitally different from those
which would be obtained under random decisions. ¢l@®, when transaction costs are
incorporated in the exercise, the profits praclycalisappear or become negative.
Therefore, in spite of getting accuracy predictiansl beating the random walk model,
the existence of transaction costs guarantee tmplcance of the market efficiency. We
cannot achieve extraordinary profits using autooaéiding strategies based on genetic
programming predictions. However, this conclusionst be qualified. Future research
on financial forecasting could allow even more aatei predictions and/or improve the
economic results of the trading strategies. Fomgpta, as White (1996) has pointed
out, it is possible that techniques capable ofifigdand exploiting hidden nonlinear
structures have not yet been developed or apphewbther possible improvement
consists in using explanatory variables based ohnieal analysis instead of delays
(Franses and Griensven, 1998). Moreover, we shalgid take into account that we
have employed a very simpl@-$tatementsto generate our trading strategy. Perhaps
the incorporation of moref-statementsfrom other forecasting methods (confirmation
method) and/or increasing their complexity woultbwal obtaining a significant and

positive profit when transaction costs are inclugethe analysis.
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Figure 1. Selection of the Embedding Dimension
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Figure 2. Point Prediction to Different Periods.
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Table 1. Genetic Programming Forecasting Results for tbe/$ Exchange Rate

Point Prediction Sign Prediction
Embedding
. . U-Thell D-M Test Success Ratio P-T Test
Dimension
(p-value) (p-value)
Training | Selection | Out-of- Training | Selection | Out-of-
sample sample
5 0.9549 0.9601 0.9665 1.4953 61.67 59.8 59.62 2.36
(0.1348) (0.009)
Equation
0326 e, , —e_,)®,
A -1 -2 -1
& =6 "

&5
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Table 2. Genetic Programming Forecasting Results for tR&SHxchange Rate

Point Prediction

Sign Prediction
Embedding
. . U-Theil D-M Test Success Ratio P-T Test
Dimension
(p-value) (p-value)
Training | Selection | Out-of- Training | Selection | Out-of-
sample sample
2 0.958 0.983 0.9684 1.8987 61.94 56.54 57.05 1.7672
(0.0576) (0.0389
Equation
A _ + 066 E(et—l - et—2)
€ =& 2
719- 7650k,
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Table 3. Trading Strategy Results for the BP/$ Exchange Ra

BUY SELL BUY SELL BUY SELL BUY SELL
< | ORDER ORDER < | ORDER ORDER = | ORDER | ORDER < | ORDER ORDER Profit
o f o f o . o
= Profit | = Profit | = Profit | = ¢
B g g 5 (¢)
8 © | 8 ©) |8 ¢ | &
C C C C
® s s s
~ Price Price — Price Price ~ Price Price ~ Price Price
1 | 04/08 1145 11/08/ 1152 -0.65 | 10| 17/05 108,9 31/05/ 107,6 1.16 19 | 21/02| 116,1| 28/02| 117,3| -0.95 28 | 13/02| 133 | 20/02/02| 133,6 -0.48
/99 99 /00 00 /01 /01 102
2 | 18/08 112,76 29/09/ 106,2 6.21 | 11| 07/06 106,2 14/06/ 106,6 -0.37 | 20| 11/04| 124,4| 09/05| 122 1.91 | 29 | 06/03| 130,1| 20/03/02| 132 -1.40
/99 99 /00 00 /01 /01 102
3 | 13/20 106,5 03/11/ 104,8 1.59 12 | 21/06 105,1 28/06/ 105,6 -0.44 21| 23/05| 121 | 06/06| 120 0.72 | 30| o3/04 132,7| 08/05/02 128 3.66
/99 99 /00 00 /01 /01 f02
4 | 2411 104,04 0812/ 102,7 132 |13|02/08 109 16/08/ 1088 0.5 |22 |11/07|124,8|01/08| 124,4| 027 |31]|15/05|127,7| 12/06/02 125 2.09
/99 99 /00 00 /01 /01
/02
5 |22/12 102,19 05/01/ 104,3 -2.02 | 14| 23/08 107,6 13/09/ 106,9 0.62 231 08/08| 123 | 05/09| 120,3 2.27
/99 00 /00 00 /01 /01
6 |19/01 105,23 26/01/ 1059 -0.60| 15| 11/10 107,7 18/10/ 108,44 -0.63 | 24| 12/09| 119,2| 26/09| 118,4| 0.69
/00 00 /00 00 /01 /01
7 | 01/03 108,24 22/03/ 107 118 16 | 25110 108,3 01/11/ 1085 -0.15 | 25| 31/10| 122 | 14/11| 122 -0.02
/00 00 /00 00 /01 /2001
8 | 29/03 105,36 12/04/ 106 -0.60 | 17]08/11 107,5 15/11/ 108,7 -1.11 | 26| 16/01| 131,9| 23/01| 134 | -1.55
/00 00 /00 00 102 /2002
9 | 19/04 104,79 26/04/ 106,4 -1.54]| 18| 24/01 117,12 07/02/ 1159 1.03 27 | 30/01| 133,5| 06/02| 133,7| -0.17
/00 00 /01 01 102 12002
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Table 4. Trading Strategy Results for the BP/$ Exchange Ra

BUY SELL BUY SELL BUY SELL BUY SELL
5 ORDER ORDER 5 ORDER ORDER s | orpER ORDER s | orDER ORDER Profit
= Profit | & Profit | g PR. | 5 ©
8 © |8 © |8 © |8
§ Price Price § Price Price § Price Price § Price Price
= Date | (w$) | Date | (¢9$) = Date (¥/9$) Date | (y/$) = | Date | (ws) | Date | (¥$) = Date | (y$) | Date (¥/9)
1 | 1o99 0624 15/9/99 0619 0.814| 10| 26/7/00 0661 02/08/00 0.668 -0.975 | 19 | 25/4/0 | 0.695 | 02/5/01 | 0.697 | -0.298| 28 | 6/3/02 | 0.702 | 13/3/02 | 0.7045 | -0.2825
1
2 29
22/9/99 0.612 27/10/99 0.606 0919 | 11| 9/8/00 0.666 16/08/00 0.667 -0.096| 20 | 16/5/0 | 0.701 | 23/5/01 | 0.704 | -0.436 20/3/02 | 0.701| 27/3/02 | 0.7017 | -0.024
1
30
3 |17/11/99 0.618 24/11/99 0.619 -0.28 | 12| 20/9/00 0.704 04/10/00 0.687 2.3891| 21 | 20/6/0 | 0.711| 4/7/01 | 0.711 0.003 3/4/02 | 0.696| 10/4/02 | 0.6966 | -0.066
1
4 31
8/12/99 0.616 15/12/99 0.620 -0.67 | 13| 11/10/00 0.685 18/10/00 0.692 -1.09 | 22 | 11/7/0| 0.710| 8/8/01 | 0.704| 0.906 17/4/02| 0.692 8/5/02 | 0.6842 | 1.2775
1
5 |29/12/99 062 26/01/00 0.61 152 | 14| 1/11/00 069 08/11/00 0.700 -1.41 | 23| 15/8/0| 0.696 | 19/9/01| 0.683| 1.972 | 32 | 22/5/02| 0.686 5/6/02 | 0.6846 | 0.241
1
6 | 23/2/00 0.624 01/03/00 0.63L -1.18 | 15 | 29/11/00 0.703 10/01/01 0.671 4.8078| 24 | 26/9/0 | 0.680 | 10/10/0| 0.689 | -1.272
1 1
7 25
22/3/00 0.634 12/04/00 0.630 0.584 |16 | 31/1/01  0.682 07/02/01 0.686 -0.501 31/10/| 0.686 | 14/11/0| 0.696 | -1.43
01 1
8 | 31510 0668 14/06/00 0.662 098 | 7] 2812101 o689 14/0301 0601 025 | 26 | 28} 0.704| 2611210 0.601 | 1917
1
o | 28/6/00 0.663 12/07/00 0.663 -0.11 | 18| 28/3/01 0.699 18/04/01 0.697 0.3529 | 27 | 06/02/| 0.706 | 20/2/02| 0.700| 0.925
02
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Table5. Summary Trading Strategy Results

TRANSACTION COSTS

NO TRANSACTION COSTS
0.1% 0.5%
Empirical Annual | Number Annual | Number Annual Number
Profit Confidence Profit Trans. RS Profit Profit Trans. RS Profit Profit Trans. RS
(Cent. $) Interval rate (Cent. $) rate (Cent. $) rate
(95%)
YEN/$ 12.19 (-9.23,11.72) 3.9% 31 02337 2.82 0.94% 26 0.0587 0.9114 0.3% 5 0.0434
BP/$ 9.23 (-11.65, 8.21) 3.0% 32 0.221 -3.6 -1.22% 14 -0.1440 6.89 2.2% 1 -
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